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Performance Modeling for HPC Applications

HPC application
(e.g. molecular simulation)
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runtime: estimate runtime of each phase, multiply with number of executions



Getting Good Estimations on Runtime is not Easy

¢ What time does it take, to multiply two matrices, with
- 1024x1024 elements
— single precision arithmetic
— on an Intel Xeon Gold 6148 CPU

e How can we answer this question?

Analytical Performance Empirical Measurement

Model (Execution) DEIEIZEEE

time =~ number of operations / compile, execute, measure rely on measured data by
operations per second others



Analytical Performance Models: Challenges

Performance is determined by overall
bottleneck of system

— instruction processing rate

— memory throughput

— 1/0 throughput

Concrete algorithm determines
number of operations

Dynamic system behavior

time = number of operations /
operations per second
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Empirical Mesurements: Challenges

¢ Requires that we already have an
implementation available
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¢ |tis easy to make mistakes in "===ms
measurements because performance = xe
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Is sensitive to many parameters
— problem size

- data types / layout

— number of threads

- compiler

— operating system

— €/MoRE
‘m 0

which more setting to use for optimal
performance?



Database: Challenges

¢ No comprehensive performance ( )
. Intel® oneAPI Math Kernel Library (oneMKL) 2021.1 SGEMM & BF16 GEMM on
database available Intel® Xeon® Gold 6348H Processor at 2.30 GHz

e Suffers from complexity of empirical - e
measurements } I | | |
- so many CPU / system variants
- hard to find data for exactly same system - |‘| I‘| | I|| | I‘ I| I| I‘ I‘ I’ I‘ I| = I” I‘| I‘ I‘l I|| li I“ I| I‘ I‘ | I|
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The HPC Performance Almanac Project Group

e Goals & Activities
— develop a trusted database of performance data for common HPC kernels
- automate the benchmarking process with continuous integration pipeline

- make data available through web application
» performance data
» system hardware specification
= compilation and runtime environment

— release code and data as open source

* Project requires broad range of complementary skills
— high-performance computing
— code optimization
— software engineering and automation
— usability



Mockup: Fast Fourier Transform Performance

double-precision real-data, 2d transforms
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Check the wonderful
https://ourworldindata.org
website for inspiration how such a
webapp could look like
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https://ourworldindata.org/

Organization

¢ Admission
— register your interest via questionnaire (motivation statement and background)
— preference will be given to students who attended HPC lecture and passed exam

e Rules
— regular meetings with group members and supervisor (weekly)

- intermediate presentations
— mandatory (bi)weekly meetings with supervisor

¢ Further information
— https://en.cs.uni-paderborn.de/hit/teaching/courses/ws-2021-22/hpc-pa/
— email to Christian Plessl
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