
• Goal
– Implement inter-node GPU-GPU communication 

benchmarks with CUDA-aware MPI in Julia
– Assess inter-node multi-GPU performance of Noctua 2
– Integrate your benchmarks into GPUInspector.jl

§ https://github.com/pc2/GPUInspector.jl

• Prerequisites
– Interested in NVIDIA GPU programming (CUDA) and MPI
– Basic knowledge of Julia is helpful (but not required)

• Contact
– Carsten Bauer, carsten.bauer@uni-paderborn.de
– Reach out if you want to know more!
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